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Abstract. A lot of hype has accompanied the increasing number of 
generative artificial intelligence-powered large language models (LLMs). 
Similarly, much has been written about what currently available LLMs 
can and cannot do, including their benefits and risks, especially in higher 
education. However, few use cases have investigated the performance 
and generative capabilities of LLMs in low-resource languages. With this 
in mind, one of the purposes of the current study was to explore the extent 
to which seven, currently available, free-to-use versions of LLMs 
(ChatGPT, Claude, Copilot, Gemini, GroqChat, Perplexity, and YouChat) 
perform in five low-resource languages (isiZulu, Sesotho, Yoruba, Māori, 
and Mi’kmaq) in their generative multilingual capabilities. Employing a 
common input prompt, in which the only change was to insert the name 
of a given low-resource language and English in each case, this study 
collected its datasets by inputting this common prompt into the seven 
LLMs. Three of the findings of this study are noteworthy. First, the seven 
LLMs displayed a significant lack of generative multilingual capabilities 
in the five low-resource languages. Second, they hallucinated and 
produced nonsensical, meaningless, and irrelevant responses in their 
low-resource language outputs. Third, their English responses were far 
better in quality, relevance, depth, detail, and nuance than their low-
resource language only and English responses for the five low-resource 
languages. The paper ends by offering the implications and making the 
conclusions of the study in terms of LLMs’ generative capabilities in low-
resource languages. 
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1. Introduction 
It is becoming increasingly obvious that English is the first and home language of 
the currently existing generative artificial intelligence-powered large language 
models (henceforth simply LLMs) (Snyder, 2023; Vashee, 2023). English is their 
default language. Here, Huang et al.’s (2023) dictum and main paper titled, “Not 
all languages are created equal in LLMs” (p. 1), is more than instructive. Of course, 
English does not dominate only LLMs’ ecosystems, but also the Internet’s 
ecosphere, in which languages such as French, Spanish, Portuguese, Arabic and 
Mandarin have their own share of dominance. The other European languages 
and/or Latin alphabet-based languages and certain non-European languages like 
Chinese and Indonesian (Akula et al., 2024; Snyder, 2023) have their own 
dominant share, too. All of the languages, which have a strong presence on the 
Internet, and which are concomitantly preferred by LLMs are positively regarded 
as high-resource languages. In contrast, all languages that have little or no Internet 
presence, and which are consequently not used by LLMs, are negatively referred 
to as low-resource languages. Most of these languages are marginalized 
Indigenous and subaltern languages. The majority of speakers of these languages 
are on the periphery not only of leading-edge AI developments but of many other 
technological developments currently taking place as well.  
 
However, there is a contrast that needs to be drawn between the Internet and 
LLMs in terms of their preferred languages. The Internet was not born speaking 
English per se. It has been and continues to be provisioned with information, data, 
materials, and texts written mainly in English. In relation to higher education 
(HE), in particular, some of the pieces of information, data, materials, and texts 
comprise research data, journal articles, books, and monographs written in 
English by speakers of low-resource languages, which these speakers themselves 
or the publishers of their work make available online. Then, the Internet simply 
harvests and archives this published work, together with its biases and forms of 
misrepresentation in certain instances, as it is in its original language of 
publication, which happens to be English. This is not to deny that at times, 
Internet search engine algorithms tend to be biased towards certain provisioned 
information, while they are biased against some (see Cave & Dihal, 2020; Chaka, 
2022; Lee et al., 2019; Lin et al., 2023). So, at issue for Internet search engines is the 
provisioned information available online, which may have its own bias, search 
engines’ own algorithmic bias and the opaque realm in which search engines tend 
to operate. 
 
Contrariwise, LLMs largely depend on the specific language through which their 
training data is made available and fed into them. The other factors that undergird 
them are their training data’s quality and inclusiveness, their algorithm designs 
and their cross-domain generalisation (AIContentfy Team, 2023; Captain Words, 
2024). Data quality has to do with the comprehensiveness and robustness of the 
training data while data inclusiveness is related to the diversity and 
representativeness of data not only in terms of language and dialects, but also 
concerning racial and ethnic demographics, geographies, gender, cultures, and 
value systems. Algorithms are often designed to be effective, reliable, accurate, 
and value-neutral (unbiased) (AIContentfy Team, 2023; Chaka, 2022, 2024a, 
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2024b; Rudolph et al., 2024). Cross-domain generalization pertains to the extent to 
which an LLM’s dataset is generalizable and applicable to different domains of 
use that exist in real life (Wu et al., 2023). Allied to cross-domain generalization is 
the cross-linguistic generalization of LLMs. On one hand, this relates mainly to 
the extent to which LLMs have their training data in languages other than English. 
On the other, this factor has to do with LLMs’ training datasets being available in 
other Internet-marginalized languages rather than just in English and other 
Internet-favoured languages. Cross-linguistic generalization allows LLMs to 
operate efficiently, reliably, and accurately across diverse languages. Elsewhere, 
Wu et al. (2023) refer to this language capability as a cross-linguistic applicability. 
 
Against this background, this study set out to investigate the extent to which 
seven, available, free-to-use LLMs like ChatGPT (ChatGPT 3.5), Claude, Copilot, 
Gemini, GroqChat (Llama3-8b-8192), Perplexity and YouChat, perform in five 
low-resource languages, isiZulu, Sesotho, Māori, Yoruba, and the Mi’kmaq 
language (henceforth Mi’kmaq), in their generative multilingual capabilities. It 
also sought to explore the extent to which the responses generated by these seven 
LLMs in such low-resource languages are meaningful, sensible, and relevant, 
based on a common input prompt. In addition, the study wanted to compare the 
responses for the five low-resource languages with those for English. Requiring 
responses from LLMs based on prompts is what Hadi et al. (2023) refer to as a 
question-answering system. English was used as a benchmark high-resource 
language in the current study. In view of this, this study had the following 
research questions (RQs): 
 

• To what extent do the seven, currently available, free-to-use LLMs such as 
ChatGPT, Claude, Copilot, Gemini, GroqChat, Perplexity, and YouChat, 
perform in the five low-resource languages, isiZulu, Sesotho, Māori, Yoruba, 
and Mi'kmaq in their generative multilingual capabilities? 

• To what extent do these seven LLMs provide meaningful, sensible, and 
relevant responses from a common prompt in the five low-resource 
languages? 

• To what extent do the responses generated by these seven LLMs in the five 
low-resource languages compare with the English responses generated by the 
same LLMs regarding the same common input prompt? 

 

2. Argumentative Standpoint 
While there is global hype about currently available, free-to-use LLMs and while 
some scholars tend to tout these LLMs as revolutionary and disruptive, especially 
for university knowledge generation and university teaching and learning, the 
current paper adopts a cautionary posture. In this evolving state of affairs, the 
sudden emergence of these LLMs has not only led to an AI arms race reminiscent 
of yester-years’ space race, but it has also led to a sudden growth of armchair 
experts and gurus of AI in all its shapes and permutations. These armchair experts 
and gurus tend, at times, to occupy two polar sides of the AI equation – embracers 
and resisters (Luddites) of the new AI technology. 
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At the core of this cautionary posture is a degree of criticism and some scepticism 
of AI so that one does not blindly believe in AI technology to the point of 
embracing technologism. At the same time, this posture guards against stoic 
Luddism: stubbornly resisting or rejecting new technology for the sake of resisting 
or rejecting it. Rather, it maintains that the currently available LLMs need to be 
treated with caution concerning what they can and cannot do in HE, regarding 
what languages they cover and those they do not cover in their training data. 
Therefore, this cautionary critical-sceptical posture mainly has to do with the fact 
that most of the currently available LLMs often tend to hallucinate or make up 
information about the factual knowledge they generate (Hadi et al., 2023; Perkins, 
2023; Popenici, 2023; Rudolph et al., 2023; Rudolph et al., 2024). This is the case 
even when that factual knowledge exists in high-resource languages such as 
English in which LLMs’ training data is available and packaged. The cautionary 
critical-sceptical posture is also related to the fact that most of the currently 
available LLMs tend not to accommodate low-resource languages: they are biased 
towards high-resource languages in the same way as the Internet is biased 
towards these languages. So, whatever these LLMs may claim to be able to do 
needs to be treated with critical scepticism. This serves as the argumentative 
standpoint in this paper. 
 

3. Related Literature 
With the points highlighted above in mind, this paper provides a short, bespoke 
literature review of some of the scholarly papers that deal with LLMs and low-
resource languages. As this is an emerging and evolving area, there are not many 
current studies that have focused on LLMs and low-resource languages. 
Therefore, three studies, Nguyen et al. (2023), Lankford et al. (2023), and Huang 
et al. (2023), which have relevance to this study, are briefly reviewed here. The 
first and last ones are preprints. For instance, Nguyen et al. (2023) point out that 
while LLMs have profound generative capabilities in high-resource languages, 
they nonetheless have constrained generative capabilities in low-resource 
languages owing to their inherent pre-training data asymmetry. So, to 
compensate for this deficiency, they collated in-context, synthetic, intra-lingual 
exemplars from varied datasets of high-resource languages and employed them 
to prompt LLMs to translate from given low-resource languages into English. This 
method, which they refer to as a linguistically-diverse prompting (LDP), was 
applied to 21 African and 13 Indic low-resource languages, and was used to 
perform translations and summarisation between these languages and English. It 
was then used to generate in-context, synthetic, intra-lingual exemplars to carry 
out generative tasks (translation and summarisation) in these target low-resource 
languages. Tapping into the ROOTs corpus, the LDP method was applied to the 
BLOOM model and InstructGPT (Nguyen et al., 2023). 
 
Two of the results of this study are worth mentioning. First, the performance of 
LDP equalled supervised few-shot learning when zero supervision in English to 
and from 21 African and 13 Indic low-resource languages was employed. This 
LDP approach even outperformed in non-English-wide directions. Second, the 
approach outdid related English-pivoting methods in multilingual 
summarisation (Nguyen et al., 2023). Nguyen et al.’s (2023) use of LDP 
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demonstrates that current LLMs lack generative multilingual capabilities for low-
resource languages. Importantly, it highlights the need to improvise or innovate 
in order to compensate for this inherent generative deficiency. It is this aspect – 
the generative multilingual deficiencies LLMs have when it comes to low-
resource languages – that necessitates a critical-sceptical posture. 
 
The second study is Lankford et al. (2023). This study dealt with the impact of 
LLMs on efficient machine translation (MT) outputs related to two low-resource 
languages, Marathi and Irish. Its overall objective was to address the 
shortcomings LLMs have in delivering high-quality MT outputs for these 
languages by developing a tool called adaptMLLM, with MLLM standing for 
multilingual large language models. To realise its objective, the study focused on 
fine-tuning pre-built MLLMs to improve MT on two low-resource language pairs. 
These pairs involved English to Marathi (ENG ↔ MR) and English to Irish (ENG 
↔ GA). When the adaptMLLM system was compared and benchmarked against 
the baselines from the LoResMT2021 Shared Task, it generated improved 
translation outputs. The improved translation outputs were noticed bi-
directionally in ENG ↔ MR pairs and in ENG ↔ GA pairs, respectively (Lankford 
et al., 2023). Lankford et al.’s (2023) adaptMLLM, like Nguyen et al.’s (2023) LDP 
above, represents an attempt at improvising and innovating LLMs to atone for 
generative deficiencies LLMs have in low-resource languages. This, again, 
emphasises the need for adopting a critical-sceptical posture when dealing with 
LLMs’ performance in low-resource languages. 
 
The third study that has some relevance for this paper is Huang et al. (2023). This 
study set out to experiment with a cross-lingual-thought prompting (XLT) 
method intended to iteratively enhance the multilingual capabilities of LLMs 
across high-resource and low-resource languages. XLT is a general method for 
prompting that is able to trigger cross-lingual and logical reasoning to improve 
task performance in diverse languages. This method was used to evaluate seven 
representative benchmarks dealing with understanding (e.g. natural language 
inference and paraphrasing), reasoning (e.g. arithmetic reasoning and common-
sense reasoning), and generation (e.g. question answering, summarisation, and 
machine translation) tasks related to high-resource and low-resource languages. 
In all, the experiment involved 27 different languages, among which English, 
French, German, Spanish, Italian, Russian, Japanese, and Chinese Simplified 
represented some of the high-resource languages. Low-resource languages were 
represented by languages such as Swahili, Bengali, Tamil, Galician, Urdu, Telugu, 
Javanese, Haitian Creole, and Southern Quechua. Two LLMs, GPT-3.5-Turbo and 
Text-Davinci-003, were used in the experiment. Notably, this experiment 
demonstrated that XLT significantly improved the performance of different 
multilingual tasks and markedly minimised the gap between the best 
performance and the mean performance of each task in the various languages. 
Crucially, XLT generated more than 10 points of mean improvement in open-
domain question-answering and arithmetic reasoning (Huang et al., 2023). In the 
same way as the two studies discussed above, this XLT experiment underscores 
the kind of improvisation and innovation needed to compensate for the 
multilingual generative shortcomings LLMs have for low-resource languages. 
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Once more, this calls for a critical-sceptical posture when one deals with LLMs’ 
performance in low-resource languages. 
 
The matter of cross-linguistic or multilingual capabilities of LLMs is crucial and 
pressing since scholars like Snyder (2023) and Qin et al. (2024) argue that there are 
over 7,000 global languages. Therefore, the need for MLLMs in the exponentially 
growing LLM ecosystem cannot be overemphasised. Of course, no illusions must 
be harboured about MLLMs, either. Like their currently available, high-resource 
language-biased LLM cousins, MLLMs too will have their shortcomings. Chief 
among these shortcomings, but by no means the only one, is hallucination. LLM 
hallucination is a practice in which LLMs misinterpret objects or patterns and 
produce responses that seem to be factually true, but which are inaccurate, 
erroneous or nonsensical (Aboze, 2023; Huang et al., 2023; IBM, 2024; Patil & 
Gudivada, 2024; Guerreiro et al., 2023). It occurs when LLMs tend to make up facts 
or simply churn out untruths, which are embedded in plausible-looking 
statements. As IBM (2024) opines, at face value, this phenomenon appears to be 
counterintuitive as it is often associated with humans or animals), and hardly with 
AI tools. In fact, it is difficult for one to think of an LLM that currently cannot 
hallucinate, notwithstanding the continuing advancements of LLMs. For instance, 
Qin et al. (2024) contend that MLLMs are often prone to hallucination. Other 
scholars such as Dale et al. (2023) and Guerreiro et al. (2023) have flagged the 
practice of hallucination in multilingual machine translation. Similarly, Aharoni 
et al. (2024) have explored the hallucination generated by multilingual machine 
summarisation. This calls into question the blind adoption and usage in certain 
quarters of academia of LLMs, in both high-resource languages and low-resource 
languages, when actually hallucination is a characteristic feature for both LLMs 
and MLLMs. This is where the critical-sceptical posture adopted in this paper 
comes into the picture, and not a blind, ardent and blanket adoption and usage of 
LLMs. 
 

4. Method 
This study focused on the use cases of the seven, currently available LLMs from 
the point of view of an end-user, who, in this case, was the author of this paper. 
As mentioned above, these LLMs comprised ChatGPT, Claude, Copilot, Gemini, 
GroqChat, Perplexity, and YouChat. At the time when the study was conducted, 
the first four LLMs had a persistent online presence on both Google and Bing 
search engines, while the last three did not. The overall aim, then, was to select 
well-known and less-known LLMs in this study for diversification purposes. 
 
The study did not improvise and innovate by employing an experimental tool to 
compensate for the generative multilingual deficiencies these LLMs might have 
pertaining to the five low-resource languages, which were part of its use cases. 
Instead, it compared the seven LLMs’ responses to a common lesson plan prompt 
in five low-resource languages (isiZulu, Sesotho, Yoruba, Māori, and Mi’kmaq 
(also known as Mi’kmawi’simk) with their counterpart English responses. In view 
of this, this study was exploratory in nature as it set out to explore a phenomenon 
or an aspect that has not yet been extensively studied (Chaka, 2024b). This 
phenomenon is the generative multilingual capabilities of the seven LLMs in the 
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five aforesaid low-resource languages versus their language capabilities in 
English (a high-resource language) based on a given common lesson plan prompt. 
 
4.1 Materials and Data Collection Procedure 
The process of collecting data for this study took place between 23 March 2024 
and 29 March 2024, and again on 23 April 2024. The five low-resource languages 
mentioned above were selected to represent three Indigenous languages in Africa 
(isiZulu, Sesotho, and Yoruba) and to represent two more Indigenous languages 
(Māori and Mi’kmaq) outside of Africa. 
 
After selecting the LLMs, a bespoke lesson plan prompt (hereafter, the common 
prompt or the prompt) was formulated and entered into each of the seven LLMs 
mentioned above. The common prompt was phrased as follows:  
 

Write me a class lesson in (a specific name of one of the five low-resource 
languages/or English) on the following topic, “Southern multilingualism”. 
Make sure the lesson has all the necessary sections and teaching aids, a 
class activity and an assignment. Also, provide a useful tip for students 
about Southern multilingualism in the context of AI-powered large 
language models. 

 
The first LLM to be queried with this prompt was Copilot (see Figure 1) and the 
last was ChatGPT. No regenerate prompt or re-prompting was used for all seven 
LLMs. For each of the seven LLMs, the output response (henceforth the response) 
generated from the input prompt mentioned above was translated into English 
using Google Translate if it had been generated exclusively in the target low-
resource language as spelt out in the prompt (see Figure 1). Where necessary, Bing 
Translate, Machine Translation.com, and Rytr were used for translation purposes 
as well. The latter, Rytr, was used for translating Mi’kmaq as the other three online 
machine translation tools could not translate it as a marginalized, minority, 
Indigenous language. If a response was generated in English, counter to the 
instruction in the prompt, it was left untranslated. 
 

 
Figure 1: A screenshot of the lesson plan prompt for isiZulu as displayed on Copilot 

 
There was a corresponding English prompt version used. In all, the data for this 
study comprised the following datasets: the main low-resource language datasets; 
the English dataset; and the English Google-translated version of each low-
resource language dataset if it (the dataset) had been generated exclusively in the 
given target low-resource language. 
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4.2 Data Analysis 
Content analysis, comprising manifest content analysis and latent content 
analysis, was used to analyse the datasets collected for this study. Manifest 
content analysis entails developing and constructing context from raw words or 
phrases related to the text at hand to derive literal meanings from those words or 
phrases. By its nature, it is, as its name indicates, a deductive analysis, conducted 
from macro-elements to micro-elements. It focuses on the surface structures of the 
text. By contrast, latent content analysis is an inductive analysis that starts from 
the micro-elements of a text and culminates in analysing the macro-elements of 
the text at hand. It deals with the deeper, hidden structures of the text (see Delve 
& Limpaecher., 2022; Kleinheksel et al., 2020). Both forms of analysis involve 
quantitative analysis in varying degrees. 
 
Pertaining to the current study, the manifest content analysis focused on the raw 
responses generated by the seven LLMs based on the common prompt mentioned 
earlier. For example, in keeping with this form of analysis, the surface structures 
of all the raw responses generated by the seven LLMs were analysed as such 
without adding any layer of meaning to them. This entailed dealing with the 
straightforward, surface meanings directly observable from the responses (e.g. 
nonsensical and incomprehensible responses) together with the attendant literal 
implications of such responses. Contrarily, latent content analysis went beyond 
the surface nonsensical and incomprehensible meanings of these responses and 
attributed such meanings to, among other things, the phenomenon of 
hallucination. The latter is not manifest in the LLMs’ responses: it was latently 
inferred. In other words, it is a latent inference. The manifest content or data is 
presented under the findings followed by a discussion of the findings.This latter 
section offers the latent content and its underlying structures. 
 

5. Findings 
The first part of the findings presented in this section relates to the number of 
words each LLM generated for each of its responses to the same common prompt 
that was inputted to it for each low-resource language and English as a high-
resource language (see Table 1). The second part of the findings provides sample 
responses that were generated by the seven LLMs. Where necessary, the Google-
translated versions of these sample responses or the English versions of these 
sample responses as translated by the other three MT tools are offered. The two 
parts are presented as instances of manifest content. As shown in Table 1, the 
seven LLMs generated responses with varying word counts for each of the five 
low-resource languages and English. When the seven LLMs are taken together, 
YouChat generated the highest total word count (3,601 words) for its six language 
responses, which was boosted by Yoruba response (1,122 words). It was followed 
by ChatGPT (2,790 words), with Claudia having generated the lowest total word 
count of 1,966 words. A notable exception is Gemini, which generated a zero 
response for isiZulu by disclaiming that “I’m still learning languages …”. Still, it 
managed to dwarf Claudia into the last position. Save for Gemini’s isiZulu’s zero 
word count, the lowest word count for any of these seven LLMs is that of the 
response generated by Perplexity for Yoruba (n=224 words). 
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Table 1: Seven LLMs, five low-resource languages and their responses, English and its 
responses, and response word counts 

 

 
 
With regard to the five low-resource languages, Sesotho had the highest total 
word count of 3,417 words across the seven LLMs. It was followed by Māori that 
generated a total word count of 3,185 words. IsiZulu produced the lowest total 
word count (2,110 words) since it had a zero response from Gemini. English had 
a total word count of 2,883 words, which was the third-highest total word count. 
Of the five low-resource languages, Yoruba had the highest and lowest word 
counts, 1,122 words and 224 words, barring isiZulu, which generated a zero 
response from Gemini. 
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Figure 2: A sample of YouChat’s Sesotho response with a mixture of Setswana words 

(in red) and Sepedi words (in yellow), including nonsense constructions (in 
turquoise) at the top half, and the Google translation of this response at the bottom 

half 
 
In terms of the responses generated in the target low-resource languages as per 
the common prompt, the following LLMs were able to do so, with the respective 
target low-resource language(s) in parentheses: ChatGPT (IsiZulu); Claudia 
(IsiZulu, Sesotho, Yoruba, Māori, and Mi'kmaq); Copilot (IsiZulu); Perplexity 
(IsiZulu and Sesotho); and YouChat (Yoruba and Māori). In this regard, four 
LLMs were able to generate their responses exclusively in isiZulu (see Table 1). In 
contrast, two LLMs generated their responses exclusively in Sesotho, Yoruba, and 
Māori. Only one LLM (Claudia) generated a response in Mi’kmaq (see Table 1), 
while another LLM (YouChat) produced a Sesotho response that had a mixture of 
Setswana and Sepedi1 words (see Figure 2). This response also had a lot of 
nonsense constructions (see the text in turquoise in Figure 2). In addition, one 
LLM (Gemini) generated responses for Sesotho and Yoruba, which included their 
corresponding English-translated versions. For Yoruba, two clauses at the 
beginning of the lesson had no English translations. Moreover, one LLM 
(YouChat) produced an isiZulu response, but whose last section, Ulwazi 

lwesifundo [Course information], was exclusively in English (see Tables 1 and 
2). To this end, Claudia produced the most low-resource language responses 
(n=5), followed by Perplexity and YouChat with two low-resource language 
responses each (see Table 1). 
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Table 2: Types of responses produced by the seven LLMs for the five low-resource 
languages 

 
 
Five LLMs produced English responses which had only headings, sub-headings, 
and vocabulary items or given concepts translated into the relevant low-resource 
languages. As illustrated in Table 1, these LLMs with the relevant low-resource 
language in parenthesis in each case included GroqChat (IsiZulu), Perplexity 
(Yoruba), ChatGPT (Māori), Gemini (Māori), ChatGPT (Mi’kmaq), Gemini 
(Mi’kmaq) (also see Figure 3), GroqChat (Mi’kmaq), and YouChat (IsiZulu and 
Mi’kmaq). Most of these instances were for Mi’kmaq (n=4), followed by those for 
isiZulu (n=2) and Māori (n=2), with GroqChat, ChatGPT, and Gemini featuring 
twice, each, in these instances.  
 

 
Figure 3: A sample of Gemini’s Mi’kmaq’s English response with English-translated 

headings, sub-headings, and keywords 

 
Furthermore, the following LLMs generated the responses for the low-resource 
languages in parentheses in English: Copilot (Sesotho, Yoruba, Māori, and 
Mi’kmaq) (also see Figure 4 for the Yoruba sample response); GroqChat (Sesotho, 
Māori, and Yoruba); ChatGPT (Sesotho and Yoruba); and Perplexity (Māori and 
Mi’kmaq). Of these, Copilot produced the most English responses for four low-
resource languages, followed by GroqChat (n=3). Finally, the English responses 
had a total word count of 2,863 words. Five of the six English responses had lesson 
plans with time slots for their respective lesson plan sections, with one lesson plan 
having its assessment tasks weighted in percentages (see Table 1). 
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Figure 4: A sample of Copilot’s Yoruba English response from a PDF file generated by 

Copilot 

 

6. Discussion 
In this section, the deeper, underlying and latent structures embedded in the 
manifest data presented above as well as the other samples of data that could not 
be presented above are unpacked and discussed. Thematically, these structures 
are as follows: hallucinations and nonsense phrases or clauses; lack of generative 
multilingual capabilities; and low-resource language-only responses versus low-
resource language English responses versus English language responses. 
 
6.1 Hallucinations and Nonsense Phrases or Clauses 
One classic example of a hallucinated response is the response generated by 
ChatGPT in isiZulu for the lesson plan of this low-resource language. The English-
translated version of this sample response is nowhere near perfect, aside from 
having some flaws in its original isiZulu version. Its very topic is not only bizarre 
when juxtaposed with the concept of Southern multilingualism, as captured in the 
prompt, but it is also a nonsense topic even when seen from Google Translate’s 
perspective (see Figure 5). In other words, it has nothing to do with Southern 
multilingualism: it is a lesson plan topic for something totally different. Its last 
portion, Ulimi Oluningi ngesiZulu {The Many Languages in Zulu] 
demonstrates how at the point of generating a lesson plan topic in isiZulu, 
ChatGPT started hallucinating about Freedom Lesson and Writing in Zulu 

About South Africa, both of which have no relevance to Southern 
multilingualism. The same applies to the points mentioned under the lesson 
plan’s sections, especially under Speech (Questions) and Reading Material 

(Examples), which have instances of nonsense phrases and clauses. 
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Figure 5: A sample of an isiZulu response generated by ChatGPT (left) and its 

English-translated version by Google Translate (right) 

 
Another instance of hallucination relates to YouChat’s Sesotho response, which 
was produced with a mixture of Setswana and Sepedi words (see Figure 2). While 
Setswana and Sepedi do share certain words in common, and while the three 
languages do share common words such as baithuti [students/learners] and 
metsotso [minutes] as in Figure 2, Sesotho hardly employs ga and go either as single 
forms or as parts of words. So, mixing up forms of these languages in this way 
evinces a form of hallucination on the part of this LLM (YouChat) as it tended to 
be at sixes and sevens as to what a Sesotho orthography should be like vis-à-vis 
orthographies of Setswana and Sepedi. Instances of hallucination are also in the 
form of nonsense constructions this response has. One example of such a 
hallucination in this figure is the lesson plan topic itself, Lesedi la Naha ya 

Bokgoni ya Sesotho - Setšo sa Bolelo ya Kganakgang ya Naha ya Boraro, whose 
Google Translate version is as nonsensical and hallucinatory as its original 
Sesotho version. Two other examples are Ka letsatsi la tlase, which Google 
Translate translated as On the last day, when actually the phrase, ka tlase, refers to 
below or beneath/underneath in English, and mafatleng a Sesotho translated as in the 
Sesotho world by Google Translate, which is a meaningless construction as there is 
nothing called the Sesotho world. Both these examples, together with the first one, 
have nothing to do with Southern multilingualism. One more example of a 
nonsensical and hallucinatory Sesotho response is the one generated by 
Perplexity, which had a lot of repetitive nonsense Sesotho paragraphs (see Table 
1 and Figure 12).  
 
In both cases, ChatGPT’s isiZulu response and YouChat’s Sesotho response 
represent factual fabrication, which is part of factuality hallucination. In this form 
of hallucination, an LLM fabricates or invents non-existent facts that cannot be 
verified against real-world knowledge (Huang et al., 2023; see Banerjee et al., 
2024). For example, the lesson plan topic of the isiZulu response, Freedom Lesson: 

Writing in Zulu About South Africa – The many Languages in Zulu, and its sub-
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heading, Synchonization of languages, are fabricated facts that lack sense and 
coherence when judged against the prompt and their own flow of logic. The same 
can be said about YouChat’s Sesotho response, which, as said earlier, is not only 
an admixture of Sesotho, Setswana, and Sepedi but also has a factually fabricated 
lesson topic and invented nonsense phrases. The fabricated lesson topic and its 
invented nonsense phrases lack coherence and logic and are irrelevant to the 
prompt. 
 
There are further instances of hallucination and nonsense phrases and clauses in 
the responses produced in the other three low-resource languages. Two classic 
examples are the Yoruba responses generated by Claude and YouChat, even 
though only Claude’s response and its English translations by three translation 
tools, Google Translate, Bing Translator, and Machine Translation.com (see Figure 
6), will be used due to space constraints. 
 

 
Figure 6: A sample of Claude’s Yoruba response and its English translation by Google 

Translate 

 
As is evident from Figure 6, this response, together with its English translation by 
Google Translate, has a lot of factual fabrication as propounded by Huang et al. 
(2023) and Banerjee et al. (2024). For example, the lesson plan topic, the first three 
bullet points, and the information under Infection are fabricated facts that have 
nothing to do with the prompt and with Yoruba in Nigeria. In addition, this 
response consists of a mishmash of illogical and senseless ideas that have no 
relevance to Southern multilingualism. A case in point is the way the sections for 
this lesson plan have been framed and the bullet points listed under them. For 
instance, the statements translated as This also causes the sign of multiple copies and 
The story of the difference/miracle of these languages in the midst of the hellish diseases, 
the heaven where they are, the year’s table are illogical, senseless, and hallucinatory. 
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An example, which is the nadir of the illogical and senseless hallucination of this 
response, is the reference to both America’s southern states and the cities cited as 
home to many multilingual writers, an aspect which has nothing to do with Yoruba 
spoken in Nigeria. The same illogical and senseless hallucination is aptly captured 
by the English translations of the same statements offered by Bing Translator and 
Machine Translation.com (see Figure 7). Overall, this response and its translated 
English versions provide ample evidence of an LLM hallucinating in trying to 
respond to a prompt. 
 

 
Figure 7: A sample of Bing Translator’s (top half) and Machine Translation.com’s 

(bottom half) English-translated versions of Claude’s Yoruba response 

 
A measure of atonement for hallucinated responses is provided by a Māori 
response generated by YouChat, whose three English translations by Google 
Translate, Bing Translator, and Machine Translation.com are displayed in Figures 
8 and 9. This response has some aspects of Southern multilingualism in words 
such as multilingual or multilingualism (Bing translation) and the South in the lesson 
plan topics of the three translated English versions, with the phrase, the South 
having an aura of the Global South. However, some of the aspects of these 
translated versions are more about how to learn Māori (e.g. language skills and 
language competence) using computers and Māori language applications than 
about what Southern multilingualism entails. Most crucially, though, there are 
instances of hallucination exemplified by phrases like multilingual culture, 
intellectual technologies, psychological technology, spend cohesion, and over-ability 
utilisation of loudspeakers. These phrases lack sense, and barring the first one, have 
little to do with Southern multilingualism. 
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Figure 8: A sample of Google Translate’s English version of YouChat’s Māori 

response 

 
A Mi’kmaq response generated by Claude was translated using Rytr, a GenAI 
chatbot (see Figure 10). Google Translate misrecognised it as Quechua (an 
Indigenous language spoken in Peru) and hallucinated, too, in trying to translate 
it into English (see Figure 11), while the other two online translation tools could 
not translate it. 
 
 

 
Figure 9: A sample of Bing Translator’s English translation  of YouChat’s Māori 
response (top half) and Machine Translation.com’s version of the same sample 

(bottom half) 

 
What is evident from Figure 10 is that the lesson plan topic and its related sections, 
together with the bullet points under each of these sections are purely related to 
Mi’kmaq as a language and to some of the Mi’kmaq ways of life. In this way, it 
can be said that Southern multilingualism is localised and seen through the prism 
of Mi’kmaq. Put differently, Mi’kmaq serves as a bedrock for looking at Southern 
multilingualism, even though this is not explicitly mentioned. Either way, the 
nuance of Southern multilingualism such as how Mi’kmaq is related to and is an 
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instance of a Southern multilingualism or how it is related to other Southern 
multilingualisms (Chaka, 2024c; Heugh, 2021) are lost as they are not mentioned 
in the response.  
 

 
Figure 10: Rytr’s English translation of Claude’s Mi’kmaq response 

 
Pertaining to the instances of hallucination related to the low-resource language 
responses generated by the LLMs as discussed above, the studies cited earlier 
flagged such hallucinations even in MLLMs and other AI machine translation 
tools. For example, Qi et al. (2024) argue that MLLMs have a proclivity to 
hallucinate, while Aharoni et al. (2024), Dale et al. (2023), and Guerreiro et al. 
(2023) have raised concerns about how multilingual machine translation tools 
tend to hallucinate. In the same vein, Chaka (2023) points out how three 
generative AI chatbots, ChatGPT, Chatsonic and YouChat hallucinated English 
responses to four English prompts related to selected areas of applied English 
language studies (AELS). Leffer’s (2024) title, AI chatbots will never stop 
hallucinating, which she has coined for her paper and her view that LLMs tend to 
hallucinate even when confronted with mundane prompts aptly sum up the 
propensity of LLMs to hallucinate (also see Associated Federated Press [AFP], 
2024; Kalai & Vempala, 2024 for another view on LLMs’ hallucinations). 
Moreover, it is also the case that LLMs’ hallucinations are related to social, 
cultural, and demographic biases built into LLMs’ training data or to LLMs’ lack 
of representative training data (Ferrara, 2023; Huang et al., 2023). It is for this 
reason that this study adopted a cautionary critical-sceptical posture regarding 
LLMs’ performance in low-resource languages. 
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Figure 11: Google Translate’s English translation of Claude’s Mi’kmaq response 

 
6.2 Lack of Generative Multilingual Capabilities 
Some of the nonsense phrases or clauses and repetitive nonsense phrases or 
clauses including the irrelevant and flawed responses generated by the LLMs as 
demonstrated in the preceding section, reflect the lack of generative multilingual 
capabilities these LLMs have in low-resource languages. This is a concern raised 
by Qin et al. (2024), arguing that the current MLLMs, and by analogy, the current 
LLMs, tend to display poor performance in low-resource languages. But, in the 
current study, some of the LLMs did not possess any relevant knowledge of some 
of the investigated low-resource languages. The YouChat’s Sesotho response (see 
Figure 2), the ChatGPT’s isiZulu response (see Figure 5), Claude’s Yoruba 
response (see Figures 6 and 7), and some aspects of the YouChat’s Māori response 
(see Figures 8 and 9) are the classic examples. Concerning YouChat’s Sesotho 
response, the resultant three-language mixed response demonstrates this LLM’s 
dearth or absence of generative multilingual capabilities in distinguishing 
between a purely Sesotho response and standalone Setswana and Sepedi 
responses.  
 

 
Figure 12: A sample of Perplexity’s Sesotho response (top half) and its Google 

Translate English version (bottom half) 
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Allied with this Sesotho response is another Sesotho response generated by 
Perplexity (see Figure 12). This response, which Microsoft Word’s Set Proofing 
Language feature detects as Sesotho2 (the South African version) when actually it 
is a Lesotho version of Sesotho) displays numerous instances of hallucination as 
exemplified by the lesson plan topic and its two sections. However, as this aspect 
has been discussed in the preceding section, the focus here is on repetitive 
nonsense phrases or clauses. For example, the first clause under the first section 
and the two clauses under the second section are nonsense clauses. Moreover, the 
second section, together with the information under it, is repeated verbatim in the 
other 10 sections of this lesson that Perplexity generated. This means that the 776 
words that this response has (see Table 1) are 776 words of repetitive, nonsensical 
and meaningless information. This phenomenon of spewing out repetitive, 
nonsensical and meaningless sentences serves as one of the indicators of this 
LLM’s lack of generative multilingual capabilities in Sesotho as a low-resource 
language. 
 
As pointed out above, the habit of churning out nonsense phrases or clauses is 
evident in Claude’s Yoruba response as well (see Figures 6 and 7). From the lesson 
plan topic to its section headings and their attendant bullet points, this response 
is replete with nonsensical and meaningless information. For instance, there is a 
huge disjuncture in the lesson topic as captured in its three English translation 
versions. This is apart from the bizarreness and senselessness of these translated 
versions. The same bizarreness and senselessness of ideas is manifest in the two 
sections of the lesson and their related bullet points. This strange and senseless 
construction of ideas, which tends to upset even non-Yoruba speakers, is 
symptomatic of the lack of generative multilingual capabilities that LLMs such as 
Claude have in a low-resource language like Yoruba. 
 
As is the case with Perplexity’s Sesotho response which had 776 words of 
repetitive, nonsensical, and meaningless information, Claude’s Yoruba response 
with a word count of 1,122 words (see Table 1) is a response with 1,122 words of 
bizarre and senseless ideas. This means that the number of words this response 
has does not reflect any quality3 response. Ironically, this generative multilingual 
deficiency tends to play itself out even in machine translation tools such as Google 
Translate, Bing Translator, and Machine Tranlation.com as depicted by Figures 6 
and 7. Furthermore, pockets of such a generative multilingual deficiency are 
evident in YouChat’s Māori response in relation to phrases such as intellectual 
technologies, psychological technology, and over-ability utilisation of loudspeakers (see 
Figures 8 and 9). It is only a machine, and not a human being, that can 
thoughtlessly churn out a phrase like the last one. Most crucially, the lack of 
generative multilingual capabilities of the LLMs analysed in this study is further 
reflected by how some of them generated their responses exclusively in English 
when the prompt instructed them to do so in each specified low-resource 
language (see Tables 1 and 2). Huang et al. (2023) call the inability of an LLM to 
follow instructions as instruction inconsistency. 
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As highlighted earlier, the cross-linguistic or multilingual capabilities of LLMs are 
critical as LLMs, at times, tend to lack generative multilingual capabilities even in 
high-resource languages. One of the results of this generative multilingual 
deficiency is the generation of incomprehensible outputs. Even in cases of low-
resource languages where LLMs have been fine-tuned with innovative tools such 
adaMLLM (Lankford et al., 2023) and with innovative methods like a 
linguistically-diverse prompting (LDP) (Nguyen et al., 2023) and a cross-lingual-
thought prompting (XLT) (Huang et al., 2023), such tools and methods do not 
completely eliminate the generative multilingual deficiencies LLMs have. Based 
on the instances of nonsensical and meaningless responses discussed above, it 
seems that LLMs’ generative multilingual incapability is more intense and 
concerning in low-resource languages. This is what the next section focuses on. 
 
6.3 Low-resource Language-Only Responses Versus Low-Resource Language 
English Responses Versus English Language Responses 
When the low-resource language responses produced in the respective low-
resource languages are compared with the English responses produced for these 
languages, the latter set of responses (the low-resource language English 
responses) is, collectively, better than their counterparts in terms of quality, 
relevance, depth, detail, and nuance. For instance, the ChatGPT’s Sesotho 
response, which is titled Southern Multilingualism, states as part of its lesson 
objective that students should be able to understand the concept of Southern 
multilingualism, identify its characteristics, and appreciate its importance in the 
context of the Southern African region. In addition, it mentions in its introduction 
things such as a brief overview of multilingualism and the importance of language 
diversity in Southern Africa. This is a far cry from the two Sesotho responses 
generated by YouChat (see Figure 2) and Perplexity (see Figure 12) discussed 
earlier. 
 
The same can be said about the Copilot’s Yoruba response generated in English 
(see Figure 4), which is qualitatively better than Claude’s Yoruba response 
counterpart produced exclusively in Yoruba (see Figures 6 and 7). To 
contextualize its better quality, its lesson plan titled, Southern Multilingualism, 
has these two aspects, appreciate the linguistic diversity in the Global South and explore 
language resources beyond monolingual and multilingual orientations, as part of its 
lesson plan objective. In its lesson plan introduction, under the sub-section 
Explanation, it refers to Mention that it (Southern multilingualism) challenges the 
dominance of monolingualism and highlights the linguistic richness of the Global South. 
Moreover, in the lesson plan portions not displayed in Figure 6, this response has 
a section titled, Defying Monolingual Norms, and has a task, Discuss how AI-
powered large language models handle multilingual data, under a section titled, AI and 

Multilingualism. All of these aspects are some of the essential elements of 
Southern multilingualism – there is no gainsaying that one of the focal points of 
Southern multilingualism, a concept associated with the Global South, is to 
problematize and resist the hegemony of monolingualism (Chaka, 2024c; Heugh, 
2021). Most significantly, the task, Discuss how AI-powered large language models 
handle multilingual data, speaks to one of the aspects mentioned in the prompt: 
Also, provide a useful tip for students about Southern multilingualism in the context of 
AI-powered large language models (see Figure 1). This response is in stark contrast 



168 

 

http://ijlter.org/index.php/ijlter 

not only to Claude’s Yoruba response counterpart but also to the other responses 
produced in the respective low-resource languages discussed above.  
 
The points highlighted above about Claude’s Yoruba response apply in varying 
degrees to the Mi’kmaq response generated exclusively in English by Perplexity 
(see Table 1). Titled, Mi'kmaq Language Class Lesson: Southern 

Multilingualism, the response says the following in its introduction: Southern 
multilingualism refers to the phenomenon of individuals or communities speaking 
multiple languages in the southern regions. This is a rich and diverse aspect of language 
and culture that we will delve into. Towards the end, under its Useful Tip for 
Students section, it states, In the context of AI-powered large language models, 
understanding Southern multilingualism can provide valuable insights into how these 
models can better support and represent diverse languages and dialects. This statement 
deals with the last aspect of the prompt as discussed in the preceding paragraph 
(also see Figure 1). Coincidentally, what is captured by this statement resonates 
with one of the things the current study attempted to investigate even though its 
Southern multilingualism is subsumed under low-resource languages. In what 
has become a standard practice for most LLMs, no sources have been cited for the 
statements used in this response, including its definition of Southern 
multilingualism. And, its phrasal verb, delve into, which it has used in the 
introduction, ranks number 11 among the top 100 most commonly used AI words 
(AI Phrase Finder, 2024; see Gray, 2024). Notwithstanding, this response is 
qualitatively better than Claude’s Mi’kmaq-only response counterpart (see Figure 
10). In addition, like Claude’s Yoruba-only response above, it fares better than the 
other low-resource language responses dealt with thus far. 
 
Barring one response, the English responses had time slots allocated to their 
lesson plans (see Table 1). One of these, the GroqChat’s response, even had its 
assessment tasks weighted into percentages as follows: participation in class 
discussions and activities (20%); written essay (40%); class participation and 
engagement (20%); and quality of skit or dialogue (20%). Even though some of the 
low-resource language responses, especially those produced in English by these 
LLMs, had lesson plan time slots, none of them had their assessment tasks 
allocated percentage weightings. For example, in a like-like comparison, 
GroqChat produced all its low-resource language responses in English, except for 
minor variations here and there (see Table 1). Of these responses, none had 
percentage weightings allotted to its assessment tasks. Except for its isiZulu 
response, which had time slots for its various sections, and excluding its Māori 
response, which had a global 60 minutes mentioned under Duration at the 
beginning of the lesson plan, the other three low-resource languages (Sesotho, 
Yoruba, and Mi’kmaq) had no time slots for their lesson plans. In addition, the 
English lesson plan and the isiZulu and Māori responses had grade or educational 
levels mentioned, while the other three low-resource languages had no grade or 
educational levels specified. 
 
When the English responses are compared with the two sets of responses 
discussed above, their better quality is noticeable: they are qualitatively better 
concerning relevance, depth, detail, and nuance. Three responses generated by 
ChatGPT, Claude, and Copilot (see Table 1) are used for illustrative purposes. For 
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example, titled, Southern Multilingualism, the ChatGPT’s response mentions 
new aspects of Southern multilingualism, which the two sets of responses dealt 
with above did not touch on. These include the following statements: Influence of 
colonization and migration on Southern multilingualism; Impact of indigenous languages 
and African languages on Southern multilingualism and Reflect on the implications of 
Southern multilingualism in the context of AI-powered large language models. This 
response ends with the following useful tip for students: 
 

When interacting with AI-powered large language models like OpenAI’s 
GPT-3, it’s important to be aware of the limitations and biases that can 
arise due to the dominance of certain languages and dialects in the 
training data. Southern multilingualism offers a rich diversity of 
languages and cultures that can enhance the development and 
application of AI technologies. 

 
All of these aspects are qualitatively different from the two sets of responses 
discussed earlier in terms of both their contextual relevance and their nuanced 
approach to Southern multilingualism. For its part, Claude’s response introduces 
new pieces of information to Southern multilingualism such as an Overview of the 
multilingual landscape in the southern regions (Africa, Asia, South America) and When 
using AI-powered large language models like Claude, be aware that these models are 
trained on vast amounts of text data, which may include biases and inaccuracies regarding 
linguistic diversity and minority languages. These pieces of information add a new 
dimension to Southern multilingualism which is missing in the other responses. 
Similarly, Copilot’s response introduces a different tack to the Southern 
multilingualism lesson plan with aspects like Emphasising that it refers to the use of 
multiple languages in the southern regions of sub-Saharan Africa and Introduce the idea 
of decolonial approaches to multilingualism. While these two aspects are equally 
relevant to Southern multilingualism, the latter adds decoloniality, which is one 
of the characteristic features of Southern multilingualism (see Chaka, 2024c). The 
better quality of English responses vis-à-vis the other sets of responses (the low-
resource language-only responses and the low-resource language English 
responses) resonates with Lorandi and Belz’s (2023) observation that LLMs such 
as ChatGPT excel in English prompts and tasks as this reflects how high-resource 
languages like English dominates LLMs’ training datasets. This is the point taken 
a step further by Navigli et al. (2023) who argue that the selection and creation of 
training data for the current LLMs is biased towards high-resource languages and 
ignores low-resource languages. They also contend that this training data bias and 
imbalance manifests itself in richer quality and quantity of responses for high-
resource languages as opposed to responses for low-resource languages, which 
are often poorer in quality. The current study has not only demonstrated how the 
low-resource language-only responses were poor in quality and relevance as 
compared to both the low-resource language English responses and the English 
language responses, but it has also illustrated how such responses had the high 
quantity (the high word counts) of hallucinated, nonsensical and meaningless 
information. 
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7. Implications 
This study has implications for the use of LLMs to generate responses from 
prompts that are exclusively in low-resource languages such as the ones which 
the study investigated. The first implication is that LLMs hallucinate responses in 
low-resource languages. This means that if academics and educators of low-
resource languages think that currently available LLMs will be of any value to 
them, they must think twice. The second implication relates to nonsense phrases 
or clauses. The LLMs investigated in this study generated nonsensical and 
senseless responses in the five low-resource languages on which the study 
focused. Here the picture is not rosy or promising at all, especially if the two 
Sesotho responses (Figures 2 and 12) and the Yoruba response (Figures 6 and 7) 
and their respective translated English versions are anything to go by. If this is the 
case, then, low-resource language academics and educators should expect 
nonsensical and senseless responses from the currently available LLMs, unless 
something radically changes. 
 
The third implication is that the currently available LLMs significantly lack 
generative multilingual capabilities in low-resource languages. In fact, they seem 
to have better monolingual generative capabilities in English as a high-resource 
language. This aspect is exemplified by the low-resource language responses 
produced exclusively in English (n=11) by four of the seven LLMs investigated 
(e.g. GroqChat, ChatGPT, Copilot, and Perplexity) (see Table 1). The fourth and 
last import is that the designers and data trainers of LLMs need to know that the 
currently available LLMs are heavily biased towards a high-resource language 
such as English, while they grossly marginalise low-resource languages like the 
ones investigated in this study. 
 

8. Conclusion 
This study had three focal points stated in its three research questions mentioned 
earlier. Overall, the study found that the seven LLMs have a significant lack of 
generative multilingual capabilities in the five low-resource languages 
investigated by the study. As a result of this generative multilingual deficiency, 
the seven LLMs hallucinated when they were prompted to generate responses 
exclusively in these five low-resource languages. The hallucinations were more 
profound and pervasive in isiZulu, Sesotho, and Yoruba responses. Allied to 
hallucinated responses is the fact that these LLMs spewed out nonsensical, 
meaningless, and irrelevant responses in their low-resource language outputs. 
Such nonsensical, meaningless, and irrelevant responses were more pronounced 
and telling in the YouChat’s Sesotho response, the Perplexity’s Sesotho response, 
the ChatGPT’s isiZulu response, and Claude’s Yoruba response, and in some 
aspects of the YouChat’s Māori response. 
 
Moreover, the study discovered that the English language-specific responses or 
the responses generated by all seven LLMs in English as a language were far better 
in quality, relevance, depth, detail, and nuance than the low-resource language-
only responses and the English responses generated for the five low-resource 
languages. This aspect highlights how the seven, currently available LLMs 
investigated in this study are heavily skewed towards a high-resource language 
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such as English in their training data, while they grossly under-represent low-
resource languages. This calls for more representative, cross-lingual and more 
inclusive training datasets for these LLMs than the ones they currently have, 
which are heavily biased towards high-resource languages like English. This is 
what future research needs to consider. Finally, one of the shortcomings of the 
current study is that it focused only on five low-resource languages, two of which 
were from the same region. 
 
Notes 

1. Sepedi is also known as Northern Sotho. 
2. Here, it is worth mentioning that Google South Africa’s search 
engine has, under its African language offerings, a Lesotho Sesotho 
version, and not a South African Sesotho version. 
3. Quality response refers to an effective, reliable, and accurate LLM 
response as measured against its prompt. 

 
NB: The ethical clearance certificate for the current study was granted by the 
College Research Ethics Committee with the following registration and reference 
numbers, respectively: NHREC Registration #: Rec-240816-052; and CREC 
Reference #: 35288353_CREC_CHS_2024. 
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