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Abstract. The COVID-19 pandemic has affected many aspects of our 
lives, including education. Due to this unexpected catastrophe, 
education has shifted to virtual-learning and auto-grading models in 
most parts of the world. This study explores the validity and 
appropriateness of auto-grading-assessment for online exams by 
comparing students’ online exam scores where they are first auto-
graded and then manually graded. Furthermore, it investigates whether 
the mean differences in their scores are statistically significant. The 
study included two calculus courses taught by the authors, during the 
spring semester 2019-2020 at a private university in Saudi Arabia. The 
online exam was performed on the WebAssign platform, which has 
built-in calculus questions. The sample consisted of fifty-five students 
who were registered on those calculus courses. The quantitative data 
was analysed using the SPSS statistical tool. A paired t-test at an alpha 
level of 0.05 was performed on differences in mean exam scores between 
auto-graded and manually-graded scores. The statistical analysis results 
revealed a statistically significant difference in students' mean scores. 
Our findings illustrate the importance of human intelligence, its role in 
assessing students' achievements and understanding of mathematical 
concepts, and the extent to which instructors can currently rely on auto-
grading. A careful manual investigation of auto-graded exams revealed 
different types of mistakes committed by students. Those mistakes were 
characterized into two categories: non-mathematical mistakes (related to 
Platform Design) and minor mathematical mistakes, which might 
deserve partial credit. The study indicated a need to reform the auto-
grading system and provided some suggestions to overcome its 
setbacks. 
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1. Introduction 
Pandemics threaten people's existence and health status. The associated damage 
also affects our economic, social, and educational systems. The most recent 
pandemic is coronavirus—known as COVID-19. An estimated 300 million 
students are at home from school due to this unforeseen pandemic (McCarthy, 
2020). Despite conflicting arguments about the effectiveness of keeping children 
at home (Viner et al., 2020), decisions to keep all schools closed were consistent 
worldwide. Both primary/secondary and university students' educational 
journey has been unexpectedly and severely disturbed in order to contain the 
virus. In the Kingdom of Saudi Arabia (KSA), to keep students on track, several 
electronic platforms have been adopted to switch classes to virtual teaching. 
Online education has traditionally been regarded as an alternative system of 
teaching, but due to the COVID19 pandemic, educators and students of all levels 
primary/secondary and university quickly adopted virtual teaching and 
learning (Hodges, 2020). Thus, the year 2020 has seen increased adoption of 
electronic resources which can be integrated into virtual learning, for example 
Zoom and Google Meet (Fulton, 2020). 
 
Technology undoubtedly brings innovative tools and opportunities to the 
education field (Broughton et al., 2013; Parshall & Guille, 2015). It can support 
educators to teach and help students to learn (Raja & Nagasubramani, 2018). 
Particularly in the situation of COVID-19, experiential learning has led to 
innovations such as virtual labs and field trips (Pennisi, 2020). However, any 
opportunity is expected to present some challenges (Azevedo, 2015), especially 
when assessing mathematical knowledge. For example, students must possess 
other knowledge and master new skills (when using a computer to submit 
answers) and a lack thereof will affect their success (Alqahtani & Rajkhan, 2020; 
Parshall & Guille, 2015). Complexity ensues in terms of additional requirements 
that will add an extra load onto students: familiarity with the online assessment 
platform, how to write the mathematical formulae, and how to enter the 
answers in a proper format.  
 
E-assessment or online assessment (auto-grading) refers to the use of 
information technology to assess students’ performance in online exams or 
homework. One of the challenges of using E-assessment is the restriction in the 
format of the items: MCQs (multiple choice questions), true/false, matching, or 
short answer submission type items. Although such a format is convenient for 
large-stake exams as it provides easy and consistent grading (Stankous, 2018), it 
might indicate that only the final answer is what matters. In mathematics 
education, we do not only consider the final answer; we evaluate the logical 
thinking and decisions made by the student at each step. Thus, the final answer 
carries little weight when it comes to mathematical problem assessments. In 
that, partial scoring is important. 
 
Moreover, MCQ or true/false formats might not be appropriate to assess 
students' analysis and process skills, which are crucial for mathematical 
competencies. However, there is an ongoing debate concerning the best item-
format that can be used for mathematical assessment (Stankous, 2018). Hence, 
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there is a need to explore the validity of online auto-grading compared to 
manual-grading. Previous research has shown inconsistencies between manual-
grading and auto-grading (Bejar et al., 2017; Stankous, 2018). Stankous argued 
that true assessment of mathematical knowledge can only be examined through 
constructive response items.  
 
1.1 Significance of the Study 
The use of E-assessment is inevitably growing every day. Due to the COVID-19 
pandemic, education shifted to E-learning and E-assessment modes overnight 
for all schools and universities in Saudi Arabia. Educators did not get a chance 
to think, evaluate, or even design their E-assessment approaches. Instead, they 
were limited to choosing from several available platforms, adapt to online 
teaching, and immediately apply E-assessment procedures. It is now essential to 
address this approach, evaluate it, and suggest solutions for its limitations. 
Especially as the COVID-19 pandemic cases began to rise again worldwide, 
indicating more reliance on virtual teaching and online exams in the future. 
 
This study involves two calculus courses (Calculus I and Business Calculus), 
which are taught at a private university in Riyadh, KSA. The instructors of the 
courses (who are the authors of this paper) utilized the WebAssign platform by 
Cengage for the E-assessment processes for both courses during the spring 
semester of the academic year 2019-2020. The sample consisted of a total of fifty-
five students who were registered on those two courses. This study addresses 
the following three questions: 

Q1: Was there a significant difference in students’ online midterm and final 
exam scores between auto-graded and then manually graded scores for the 
Calculus 1 course? 

Q2: Was there a significant difference in students’ online midterm and final 
exam scores between auto-graded and then manually graded scores for the 
Business Calculus (B.C.) course? 

Q3: Were there some common mistakes committed by students during the 
online exams due to their unfamiliarity with the WebAssign platform, and did 
this result in zero credit when auto-graded? 

The article findings illustrate the importance of human intelligence, its role in 
assessing students' achievements and understanding of mathematical concepts. 
The results provide some suggestions and guidelines for E-assessment methods 
to assess undergraduate mathematical skills and the need to make auto-grading 
more intelligent.  
 

2. Literature Review 
2.1. E-Learning & E-Assessment in Mathematics 
The use of technology is increasingly common in our lives, and the education 
system is no exception. E-learning in mathematics classrooms refers to the use of 
technology in the learning process, which can be through multimedia (e.g., 
videos) to present and articulate a task, software applications to facilitate 
understanding of mathematical concepts, or online platforms to practice and 
visualize the problems. Such software has been shown to support students' 
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conceptual understanding and the depth of their investigation (Heid, 1988), shift 
their attention from computation and memorizing formulas to help them focus 
instead on the mathematics itself (Camacho Machín et al., 2010), and improve 
their visualization skills (Baki et al., 2011). Therefore, E-learning has become a 
prevalent method of effective learning (Kerzic et al., 2018). In fact, E-learning has 
shifted from being luxurious to being essential during the COVID-19 pandemic 
(Alqahtani & Rajkhan, 2020). Most educational institutions transformed to e-
learning mode to control the spread of the virus. However, although educators 
see it as a promising future for teaching and learning (Alanazi & Alshaalan, 
2020) and students consider it a time saving method (Khalil et al., 2020), E-
learning is not always the preferred approach by students, especially in applied 
sciences (Abbasi et al., 2020). 

Assessment is defined as "the process of collecting evidence regarding students' 
learning, interpreting the evidence and defining an action" (Shahbari & Abu-
Alhija, 2018. p. 1316). The process itself is valuable and has critical consequences 
for students' futures. Its validity and appropriateness have been investigated in 
the literature. Until now, assigning numerical or alphabetical grades has been 
the most common approach in education to represent students' achievements or 
knowledge and is the ultimate goal of most educational systems (Rešić et al., 
2017). However, the assigned grades are not always satisfiable or agreed upon 
by students or their families (Rešić & Halilčević, 2014). E-assessment, on the 
other hand, refers to any assessment done electronically, in fact it is any type of 
computer-based assessment using a given platform. In recent years, the 
approach has grown in popularity and is expected to be adopted by higher 
education institutions in the future.  

2.2. Benefits of E-assessment 
E-assessment is a crucial aspect of online education. Some of its benefits include 
its fast scoring and cheap administration (Broughton et al., 2013; Rupp & 
Leighton, 2016; Smith, 2019). There is a bank of questions that instructors can 
utilize to compile their assessment, therefore saving them time. Moreover, items 
designed to be auto-graded usually do not require a high level of reading 
comprehension (Kan et al., 2019). High-stakes assessments, such as SATs or 
GCSEs, use E-assessments exclusively. In many cases, students can get 
immediate feedback. Several features make E-assessment of exams even more 
pleasing; for example, each student will receive a unique set of numerical values, 
the order of items will be shifted among students, time limits will be applied per 
exam or item, submissions can be restricted, and items are displayed one at a 
time.  
 

2.3. Challenges of E-assessments 
Regardless of the benefits of E-assessments, there are some limitations. First, the 
lack of technical skills, limitations of access, and poor infrastructure might affect 

the assessment process (Alruwais et al., 2018). In addition, the items' format 
has a substantial influence (Kan et al., 2019). The use of MCQ is widespread in 
the E-assessment process in mathematics. Recent research claimed MCQ 
assessment had been proven effective (Azevedo, 2015) and that students' 
performance does not differ between an MCQ or long-response format 
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(Lawrence & Singhania, 2004). However, as Kan et al. (2019) suggested, different 
item formats require distinct cognitive demands and skills to solve the 
mathematical problem. It is thus essential to match the item's format to the 
assessment goal. However, the format of the items in E-assessment is restricted 
to MCQ, true/false, matching, or short answer submission, so some aspects of 
students' mathematical understanding—such as their logical and analytical 
skills—might not be addressed (Wang, 2011). Moreover, such formats might not 
reflect an accurate evaluation of students' understanding, as some students 
might simply guess the correct answer. In fact, Stankous (2018) argued that only 
constructive response items are effective in assessing mathematical 
competencies. 
 
Mathematics is a subject that requires the knowledge and skills to analyse a 
problem accurately before solving it. The process (i.e., the sequential steps 
necessary to solve the mathematical problem) plays a significant role in 
assessing whether students have achieved the aim of the subject (Rešić & 
Halilčević, 2014). Evaluating problem-solving problems is thus essential but 
cannot be accomplished with MCQ or short answer responses (Wang, 2011).  

3. Research Methodology 
3.1. The WebAssign Platform  
WebAssign is an online education platform designed by educators to enrich the 
teaching and learning experience (https://webassign.com/). The students of the 
Calculus 1 and Business Calculus courses were using the WebAssign platform 
for all their homework for many years. The platform provides valuable 
electronic recourses that foster the learning process. For the purpose of 
assessments, the platform was used only for online homework assignments. 
However, due to COVID-19 and the lockdown order, the Saudi higher education 
system converted the educational process into a virtual one. Therefore, the 
instructors of the two courses chose to conduct each assessment (midterm and 
final exam) for these two courses on the WebAssign platform. We should 
mention that the settings for the homework assignments differs from the setting 
for the exam. For example, when students are doing homework, they are then 
given up to five attempts to submit answer, in case their previous attempts were 
wrong, they also have hints and solutions to similar type problem options, as the 
main purpose of the assignments is to help students learn and master 
mathematical problem-solving techniques. On the other hand, the setting for the 
exam was completely different, only one attempt per question was permitted 
and no help or hint was allowed. The duration of the exam was limited to 60 
minutes for midterm and two hours for the final exam. 
 

3.2. Design and Data Collection  
The total number of students who started the Calculus I and Business Calculus 
courses was 62, and the number of students who actually completed both 
courses was 55. Thus, our sample consisted of a total of 55 freshman and 
sophomore students registered on the Calculus I and Business Calculus courses 
(46 students in Calculus I, and 9 students in Business Calculus). Both courses 
were taught by the authors of this paper during spring 2019/2020. The study 
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investigated midterm and final exam items and students' responses in these two 
courses. It is important to mention here that all assessment items were selected 
from the large questions bank provided by WebAssign. The teachers were not 
able to develop new items or modify the existing ones. All assessment items 
were either MCQs or short answer submissions. For the Calculus I course, the 
midterm had a total of 29 items, the final exam had a total of 36 items, while 
Business Calculus had a total of 18 items in the midterm exam, and the final 
exam had a total of 23 items. This study addressed the following three questions: 

Q1: Was there a significant difference in students’ online midterm and final 
exam scores between auto-graded and then manually graded scores for the 
Calculus 1 course? 

Q2: Was there a significant difference in students’ online midterm and final 
exam scores between auto-graded and then manually graded scores for the 
Business Calculus (B.C.) course? 

Q3: Were there some common mistakes committed by students during the 
online exams due to their unfamiliarity with the WebAssign platform, and did 
this result in zero credit when auto-graded? 
 
3.3. Limitation of the Study 
This study considers only two courses, Calculus I and Business Calculus courses 
taught by both authors at a private university, with a sample size of 55 students. 
 
3.4. Data Analysis 
After each online exam, either midterm or final, the exam was immediately auto-
graded and scores were recorded, then, manual grading began. Thus, instructors 
reviewed each student's answers and their auto-grading score, then by using 
human intelligence it was manually-graded. Thus, depending on the student’s 
mistakes, either full, partial, or no credit was awarded. The manual grading 
scores were recorded separately for later analysis. The study addressed three 
questions, and the data analysis is as follows: 

(Q1) and (Q2), the quantitative data were analysed using SPSS statistical tools. 
Thus, using a paired t-test, we explore whether the differences in the auto-
graded and manually graded mean scores is statistically significant or not at 
alpha = 0.05. The paired t-test is robust to non-normality (Schmider et al., 2010).  
 
Regarding the qualitative data in (Q3), while instructors were manually grading 
the exam they recorded the types of common mistakes committed by students. 
Those mistakes were characterized into two categories: non-mathematical 
mistakes (related to WebAssign Platform Design) and minor mathematical 
mistakes, which might deserve partial credit. All those common mistakes were 
recorded and samples were collected for the most common types of mistakes. 
One of the main reasons for this categorization of students’ common mistakes is 
that we can educate our students and try to familiarize them more about the 
WebAssign platform and the right method to submit their answers so that they 
take extra care when submitting answers in the future. 
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4. Results 
4.1. Answer to Q1 
Q1: Was there a significant difference in students’ online midterm and final 
exam scores between auto-graded and then manually graded scores for the 
Calculus 1 course? 
Students of the Calculus I course were given midterm and final exams on the 
WebAssign website, using the platform’s questions bank. The midterm exam 
had 29 items (5 MCQs and 24 short answer submissions), while the final exam 
had a total of 36 items (9 MCQs and 27 short answer submissions).  
 
Each exam, whether a midterm or final was immediately auto-graded, then a 
manual-grading was carried out. Each item's answer was examined. In 
particular, when a student obtained zero credit, their answer was analysed. The 
grades were assigned according to the type of mistakes committed by the 
student (more detail is provided on this when answering Q3). The differences in 
the grades between auto-grading and manual-grading were recorded.  
 
The paired t-test revealed a statistically significant difference in students' 
midterm mean scores at p = 0.000 < 0.05. (Table 1). A similar investigation for 
final exam grades revealed a statistically significant difference in students' mean 
scores at p = 0.000 < 0.05. (Table 2). 

 
Table 1. Significant difference in auto and manual grading for midterm exam of 

Calculus I. 

Calculus 1  
Midterm Exam 

 Mean 
Std. 

Deviation 
Std. Error 

Mean 

 

t df 
Sig. 

(2-tailed)  

  Auto -Graded   
Manual-Graded 

-2.79948 2.08683 .30121  -9.294 45       .000 

 

Table 2. Significant difference between auto and manual grading for final exam of 
Calculus I. 

Calculus 1 
Final exam 

  Mean 
    Std.   

Deviation 
Std. Error  

Mean   t     df 
       Sig.  
     (2-tailed) 

 Auto - Graded  
Manual -Graded 

 -1.649565 1.443055 .212767   -7.753 45     .000 

 
The auto-graded midterm scores for Calculus I had a mean score of 38.04 with 
7.351 standard deviation, when it was manually-graded the midterm scores had 
a mean of 40.84 with 6.45 standard deviation. As for the final exam, the auto-
graded students had a mean score of 37.82 with 8.36 standard deviation, and 
when manually-graded, it had a mean score of 39.47 with 7.74 standard 
deviation. (Figure 1) 
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Figure 1. The difference in the mean scores between auto-graded and manual-graded 
exams for the Calculus I course. 

 
4.2. Answer to Q2 
Q2: Was there a significant difference in students’ online midterm and final 
exam scores between auto-graded and then manually graded scores for the 
Business Calculus (B.C.) course? 
Students of the Business Calculus course were given midterm and final exams 
on the WebAssign website, using the platform’s questions bank. They had a total 
of 18 items in the midterm (3 MCQs and 15 short answer submissions) and the 
final exam had a total of 23 items (no MCQs, all short answer submission). 
 
Each exam was immediately auto-graded, then a manual-grading was carried 
out. Each item's answer was examined. In particular, when a student obtained 
zero credit, their answer was analysed. The grades were assigned according to 
the type of mistakes committed by the student (more detail is provided on this 
when answering Q3). The differences in the grades between auto-grading and 
manual-grading were recorded.  
 
The paired t-test revealed a statistically significant difference in students' 
midterm mean scores at p = 0.002 < 0.05. (Table 3). The final exam results were 
little different. Observation showed that students committed fewer mistakes on 
the online final exam than in the midterms. The paired t-test gave a p-value of p 
= 0.101 > 0.05, indicating that the mean differences were not statistically 
significant (Table 4).  
 

Table 3. Significant difference between auto and manual grading for midterm exam of B.C. 

BC Midterm  
Exam Mean Std. Deviation 

Std. Error 
Mean       t    df 

    Sig.  
  (2-paired) 

   Auto Graded  
 Manual Graded 

-9.72222   6.66667 2.22222  -4.375    8        .002 
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Table 4. The difference between auto and manual grading for the final exam of B.C. 

BC Final Exam 
 Mean Std. Deviation 

Std. Error 
Mean       t    df 

    Sig.  
  (2-paired) 

   Auto -Graded  
 Manual Graded 

-2.44667   3.95505 1.31835  -1.856    8        .101 

 
The auto-graded midterm grades for the Business Calculus course had a mean 
score of 20.14 with 12.52 standard deviation, while the manual-graded had a 
mean score of 29.86 with 11.24 standard deviation. As for the final exam, the 
auto-graded students had a mean score of 37.302 with 12.4 standard deviation, 
while the manual-graded students had a mean score of 39.749 with 11.816 
standard deviation (Figure 2). 
 

 
Figure 2. The difference in the mean scores between auto-graded and manual-graded 

exams for the Business Calculus course. 

 
4.3. Answer to Q3 
Q3: Were there some common mistakes committed by students during the 
online exams due to their unfamiliarity with the WebAssign platform, and did 
this result in zero credit when auto-graded? 
To investigate whether students' unfamiliarity with the platform affected their 
overall assessment, the authors analysed each student's response to each item on 
the midterm and final exam. Common mistakes were characterized into two 
categories: 

1- Platform Design: In some cases, students did not follow the appropriate 
website format and hence lost the credit for that item. These are not 
mathematical mistakes, nor do they represent a lack of comprehension – they 
only indicate students' unfamiliarity with the website requirements. 

2- Partial Credits: In other cases, students committed minor mathematical 
mistakes; they deserved partial credit but received no credit.  
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4.3.1. Platform Design 
Some students did not adhere to the typical writing design required by the 
software platform of the WebAssign. They used different symbols, 
capitalization, or representations.  

The following samples represent innocent "mistakes" committed by students 
while submitting their answer on the platform, it does not indicate a lack of 
students' mathematical skills or knowledge:  

1- When solving an indefinite integral task, a student performed the integration 
accurately but wrote the integration constant as a small letter 'c' instead of a 
capital letter 'C', and the constant of integration is just a symbol, thus writing 
it as a small or large letter does not alter the answer, but this mistake 
resulted in zero credit (Figure 3).  

2- Instead of writing the variable "x," some students used the Greek letter chi 
“ꭓ”, which looks similar to the "x," and all computations were correct. This is 
not a mathematical mistake, but it resulted in zero credit (Figure 4).  

3- A student computed the derivative of the function correctly. However, when 
submitting the answer, the student wrote the symbol of the derivative  and 
then the equals sign as usually one does when they write the answer on 
paper. But on the WebAssign platform, they are supposed to only enter the 
answer without . This made WebAssign not recognize the correct answer 
and resulted in zero credit (Figure 5). 

4- After a long process of taking the derivative and finding the inflection point, 
the student submitted a correct answer as an ordered pair, and while 
submitting she inserted brackets as is usually done when we write on paper, 
she did not notice that the brackets were already included. This made 
WebAssign not recognize her correct answer due to extra brackets and she 
received zero credit. (Figure 6). 

5- The definite integral computation was all correct. The students submitted the 
answer in a decimal format instead of a fraction. This resulted in zero credit 
(Figure 7). 

6- This is a Business Calculus problem; it is a long problem related to finding 
the producer’s surplus. When submitting the final answer, the student 
rounded it to one decimal place instead of two decimal places (89.3 instead 
of 89.33). All computations were accurate, and this resulted in zero credit 
(Figure 8). 
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Samples of students who submitted a correct answer and received zero credit 
when auto-graded. 

                        

Figure 3. Using the lowercase letter “c” as the integration constant 

 

                      

Figure 4. Using the Greek letter chi “ꭓ” instead of “x” 

 

                     

Figure 5. Repeated article   

                   

Figure 6. Extra brackets 

                

Figure 7. Using decimal format 
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Figure 8. Rounding to one decimal place instead of two decimal places 

 
4.3.2. Partial Credits 
Sometimes students commit minor mathematical mistakes, which result in 
partial credit when the problem is manually graded. Unfortunately, the current 
auto-grading system does not offer partial credit. Here is a list of examples of 
minor mathematical mistakes which deserve partial credit.   

1- The student computed the derivative but while entering the answer the 
student missed the negative (-) sign in one place. All other computations 
were accurate. When we manually grade such a problem the student 
deserves partial credit, but auto-grading resulted in zero credit. (Figure 9). 

2- The student found the derivative correctly but when submitting her answer 
on the platform, in one place she missed a single variable ``x``, which she 
forgot to write. However, the WebAssign platform cannot distinguish this 
small error, so it resulted in zero credit, however when such a problem is 
graded manually then she absolutely deserves partial credit (Figure 10). 

3- The student found the derivative correctly but when submitting her answer 
on the platform she misplaced one single bracket in a multi-bracket item, this 
resulted in zero credit when auto-graded (Figure 11). 

4- The student found the derivative correctly but when submitting her answer 
on the platform, in one place instead of writing variable ``t”, by mistake she 
wrote variable "x". This is just an answer submission mistake, the auto-
grading system does not distinguish this small mistake and results in zero 
credit (Figure 12).  

 

                        

Figure 9. Missing a negative sign (-) 
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Figure 10. Missing a variable “x” in a single place 
 

                    

Figure 11. Misplacing a bracket 
 

                 

Figure 12. Using the variable “x” instead of “t” in single place by mistake 

 

5. Discussion 
This study aimed to evaluate the E-assessment process used in two calculus 
courses at one higher education institution in the KSA. Students were used to 
submitting online homework on the WebAssign platform eight weeks before the 
lockdown. However, during exams, it is understandable that students might 
commit the aforementioned non-mathematical mistakes while submitting their 
answers due to exam pressure, the limited time duration, and the restriction of a 
single submission attempt. It must be noted that mistakes provoked by the 
platform’s design are only relevant during an E-assessment process. 
Unfortunately, WebAssign's auto-grading system will either assign a full credit 
(100%) or no credit (0%) to an item. No partial credit is considered. This issue is 
consistent with the limitations reported by Alruwais et al. (2018), Kan et al. 
(2019) and Smith (2019). 
 
The statistical analysis results demonstrated a significant difference between 
auto-graded and manual-graded exams scores for both midterm and final exams 
for the Calculus I course (Tables 1 and 2). Whereas the bar chart (Figure 1) 
displayed the differences in the mean scores between auto-graded and manual-
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graded midterm and final exams for the Calculus I course. The literature 
indicated a discrepancy between auto-grading and manual-grading (Bejar et al., 
2017), which is consistent with our research results. 
 
As for Business Calculus, the result was a little different. Table 3 displayed 
statistically significant differences in the midterm mean scores between the auto-
graded and manually-graded exams. However, for the final exam, the difference 
was not statistically significant (Table 4). One factor that must be considered is 
that the Business Calculus course is mandatory for the Finance programme only; 
hence it has a lower number of students than Calculus I (which is offered for 
Computer Information, Engineering, and Communication & Network 
programmes). In the online midterm exam of Business Calculus, most students' 
mistakes were related to platform design rather than mathematical mistakes. 
Thus, they became meticulous about submitting their answers on the 
WebAssign platform by growing their cognizance of the WebAssign platform's 
tools and continually asking the instructor for every detail to minimize their 
mistakes related to the platform design. The final exam result demonstrated 
fewer mistakes related to platform design. This revealed the importance of 
educating our students in detail about online platform design. The bar chart 
(Figure 2) displayed the differences in the mean scores between auto-graded and 
manual-graded midterm and final exams for the Business Calculus course.  
 
To investigate whether students' unfamiliarity with the platform affected their 
overall assessment, the authors analysed each student's response to each item on 
the midterm and final exam. The common mistakes were characterized into two 
categories: Platform Design and Partial Credits. By examining the samples of 
answers provided by students, it becomes clear that students deserved either 
partial or full credit when auto-graded awarded them zero credit. 
 
The assessment items' type influences the assessment's validity. The results 
reflected a surprising number of inconsistencies between the auto-grading and 
manual-grading. Figures 3-8 illustrated the most common mistakes committed 
by students that resulted in zero credit when auto-graded. 
 
In many cases, the mistake was only due to a lack of familiarity with the 
formatting, not a lack of mathematical understanding (Figures 3-8). For example, 
submitting answers with additional brackets (Figure 6) resulted in zero credit for 
the answer, this mistake was apparent when students wrote an ordered-pair 
number (an inflection point), intervals of an increasing and decreasing function, 
or a function's concavity status. This is consistent with what Smith (2019) stated 
– that formatting and technical issues could result in losing credits.  
 
In some other cases, if the student made a minor mathematical mistake, then 
she/he deserves a partial credit, which is a standard agreement in mathematics 
assessments. For example, after carrying out a complicated derivative task, a 
student incorrectly missed a "minus sign" (Figure 9). In the auto-grading 
process, the student received zero credit for the item, whereas if human 
intelligence were applied then partial credit would have been awarded. 
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As our analysis demonstrated, E-assessment has some limitations. It has been 
argued that students might misinterpret an item or some minor terminology and 
hence fail to choose the correct answer (Wang, 1998). Moreover, sometimes 
students commit simple mistakes if they misread an item in E-assessment, which 
can otherwise be addressed with short feedback from the instructor. However, 
this is not possible with auto-grading (Smith, 2019), which is consistent with our 
research results. 
 
Moreover, considering partial grading is essential. Even if a student must only 
submit the final answer, this final answer can be evaluated from several angles. 
In some cases, students do not submit a 100% accurate answer, but a partially 
valid answer deserves partial credit. Unfortunately, this is not always possible 
with auto-grading (Smith, 2019), as our research indicated. 
 

6. Conclusion 
The demand for E-learning and E-assessments are increasing, especially during 
the recent COVID-19 pandemic as traditional teaching and assessments methods 
are no longer favourable. In this study, we have investigated the validity and 
appropriateness of E-assessments in Calculus courses, by comparing the 
difference in the means scores of auto-graded and manually graded exam scores. 
The differences were statistically significant, thus illustrating the importance of 
manual grading and its role in assessing students' achievements and 
mathematics understanding. From the results, we can conclude that we cannot 
solely rely on auto-grading, as it will not be a valid indicator of a student's 
mathematical proficiency. Also, a partial score is essential; however, this aspect 
is not considered in auto-grading. Hence, auto-grading is a useful approach, but 
it has some limitations and needs to be more intelligent. E-learning and E-
assessments put an extra non-Mathematical burden on the students—the need to 
learn about each online platform design, which they will use. Therefore, 
students need to master new skills (when using a computer to submit answers), 
and a lack thereof will affect their success (Parshall & Guille, 2015). Our study 
has characterized the most common type of mistakes committed by students 
during online exams. We hope our research will guide the software designer to 
target those common mistakes and upgrade their auto-grading software to 
account for partial credit and to correct platform design errors. 
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